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Self-introduction

• Name: 郁青 Yu Qing

• Account: YK

• Hometown: Shanghai, China

• Affiliation: Aizawa Laboratory, The University of Tokyo

• Grade: D1

• HP: https://yu1ut.com/

• Research interest: Image Recognition
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Self-introduction

• Signate
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Self-introduction

• Kaggle
• 2019/06 : iMet Collection 

• 2019/08: Generative Dog 

• 2019/09: Recursion Cellular
Image Classification 

-> Kaggle Master

• 2019/10: Open Images 2019 
- Instance Segmentation 

• 2020/03: Bengali.AI Handwritten 
Grapheme Classification
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Kaggle (Image recognition competitions)
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Image Recognition Model



Kaggle

• Evaluation of the model’s performance:
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Test Data (No ground truth)

Public Private

You can get the score of this part in your submission Unknown
The final ranking is calculated on this part



Kaggle

• Competition Medals

• Performance Tiers
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Kaggle (Image recognition competitions)
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Classification

Classification

Classification

Classification
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Detection
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Kaggle (Image recognition competitions)

• Types of image recognition competition:
• Image Classification

• Image Retrieval

• Object Detection

• Segmentation

• Image Generation
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Today’s Goal

• Types of image recognition competition:
• Image Classification

• Image Retrieval

• Object Detection

• Segmentation

• Image Generation
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Road To Kaggle Master ①: The simplest method

• Team merge with Top Rankers/Kaggle Masters/Grandmasters
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Competition 
Start

Entry 
deadline

2-3 months 0-1 week

Team Merger 
deadline

Final submission
deadline

1 week

Cannot leave the team 
once merged!



Road To Kaggle Master ②: Just do it

• Prerequisites
• GPU

• GPU

• GPU
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Road To Kaggle Master ②: Just do it

• Prerequisites
• GPU
• GPU
• GPU

• If you want to run deep learning on local machine
-> NVIDIA GeForce RTX 2080/2080ti (One PC: ¥200k-300k)

• No local machine:
-> Kaggle Notebook: NVIDIA P100 (30 hours/week)
• Some competitions are notebook only.
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My approach: Before join in the competition

• Check the task
• The image type – RGB image or N-channel image

• The method of evaluation – Accuracy or F-score or Quadratic weighted kappa

• The difficulty of the task – The differences of scores in leaderboard

• Check the data size
• The image size – 256x256, 512x512, 1024x1024

• The dataset size – 10k ~ 10m

-> Is your time/GPU OK?
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First Day

• Exploratory Data Analysis (EDA)
• Check the images visually

• Check the pairs of image and label

• Check the distribution of labels

• Check the distribution of train and test images

• Train a baseline model
• Small model: resnet18, resnet34

• Basic augmentation: Crop, Flip

• Basic loss function: Cross Entropy
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How to train the baseline

• Train and test a model with 100 samples

-> Overfitting
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How to train the baseline
• Monitoring the training process (using Tools like Weights & Biases)

• Loss curve

• Metric curve

• Score (CV, Public LB)

• Compare to the training history with different hyper-parameters
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Code Management 

• GitHub
• Push before training

• Commit history

• Use Issues as Todo and Note

• Weights & Biases/Comet
• Experiment tracking

• Visualization of training history

• Reproducibility (Hyper-parameter, git commit, training commend)
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Second day ~ One week

• Find a proper way to evaluate the model
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Second day ~ One week

• Find a proper way to evaluate the model
• Leaderboard (LB) (Public Test Data):

• Need to estimate the score on private dataset

➢ex) Cross Validation (CV)
• Which metric? ex) Loss or Accuracy or Evaluation Metric

• How to split validation data from training data?

• How many data as validation?

• Goal: CV      LB
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≈



Second day ~ One week

• Find a proper way to evaluate the model

• Survey
• Solution of similar competitions
• Papers related to the same task
• SOTA methods

• Refine the baseline model
• Try different model
• Try different loss function
• Add augmentation
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Second day ~ One week

• Find a proper way to evaluate the model

• Survey
• Solution of similar competitions
• Papers related to the same task
• SOTA methods

• Refine the baseline model
• Try different model
• Try different loss function
• Add augmentation
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Better baseline Better final results



Refine the baseline model

• Model selection
• pytorch-image-models (https://github.com/rwightman/pytorch-image-models)

• pretrained-models.pytorch (https://github.com/Cadene/pretrained-models.pytorch)

• Start from Inception, SeResNet, DenseNet

• Also try EfficientNet [Tan+, ICML 2019], ResNeSt [Zhang+, Arxiv 2020] 

• (Modify the model if necessary – Pooling, Dropout, Dense block)

• From shallow to deep
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https://github.com/rwightman/pytorch-image-models
https://github.com/Cadene/pretrained-models.pytorch


Refine the baseline model

• Model selection

• Optimizer
• Adam / SGD with Nesterov momentum

• Loss Function
• Cross Entropy Loss / Focal Loss [Lin+, ICCV 17] / ArcFace Loss [Deng+, CVPR 19] 
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Refine the baseline model

• Augmentation 
• Basic (Tool: albumentations)

• Resize (Which interpolation? - bilinear or bicubic or others)
• Padding (Which border mode? – constant or reflect or others)
• Crop
• Flip?
• Rotation?
• Normalize
• Others

• Advanced
• Fast AutoAugment [Lim+, NeurIPS 2019]
• RandAugment [Cubuk+, Arxiv 2019]
• MixUp [Zhang+, ICLR 2018]
• CutMix [Yun+, ICCV 2019]
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Refine the baseline model

• Hyper-parameter
• Batch size

• Larger is better -> Fill your GPU memory

• Weight Decay
• Standard weight decay :1e-4

• Smaller dataset -> Larger weight decay: 1e-3

• Momentum
• Standard momentum: 0.9
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Refine the baseline model

• Hyper-parameter
• Learning rate 

• Try as many values as you can

• Linear scale rule of SGD: batch size 128, lr 0.015 -> batch size 256, lr 0.03 [Goyal+, Arxiv 2017]
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Refine the baseline model

• Hyper-parameter
• Learning rate 

• Learning rate scheduling
• ReduceLROnPlateau

• Reduce learning rate when a metric has stopped improving.

• CosineAnnealingLR
•
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Refine the baseline model

• Hyper-parameter
• Learning rate 

• Learning rate scheduling

• Tool
• Automate hyperparameter search: Optuna (https://optuna.org/)
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https://optuna.org/


Refine the baseline model

• Test Time Augmentation (TTA)

• Other tricks
• Bag of Tricks for Image Classification [He+, CVPR 2019]
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Crop

Output

Average



One week ~ Last week

• Survey

• Implement the ideas:
• 90% fancy methods described in papers will not work

• Proper method should be chosen according to the data

• Error analysis:
• Check the error made by the model

• Visualizing the activation can be helpful
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Grad-CAM



Last Week ~ Deadline

• Ensemble
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Image Model 2

Model X

Model 1

Average
Output

…

Models with different networks
Models trained with different folds
Models trained with different augmentations



Today’s Goal

• Types of image recognition competition:
• Image Classification

• Image Retrieval

• Object Detection

• Segmentation

• Image Generation
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Case Study①: Bengali.AI Handwritten Grapheme Classification

• Task: Image Classification X 3

• Data: 200,840 handwritten images 
with size 236 x 137 x 1

• Evaluation metric: 
weighted macro-averaged recall
(2x on grapheme root)
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My Approach

• Preprocess
• Multilabel Stratified Kfold -> 5 fold

• Augmentation
• Resize(256, 256, interpolation=cv2.INTER_NEAREST)

• RandomCrop(224, 224)

• Rotate(10)

• Normalize(mean=[0.5, 0.5, 0.5], std=[0.5, 0.5, 0.5])

• CutMix [Yun+, ICCV 2019]
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My Approach

• Network

• Loss
• Cross Entropy Loss x 3 (weight x 2 on grapheme root)

• Optimizer・Learning Rate
• SGD・CosineAnnealingLR from 0.01

36

Image

Output-1
(168 classes)

Output-2
(11 classes)

Output-3
(7 classes)

Se-ResNeXt-50
(until AvgPool)

FC

FC

FC



My Approach

• Ensemble
• 5-fold ensemble

• Other hyper-parameters
• Not carefully tuned … (due to ECCV deadline…)
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Three months before deadline



Result
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• 81th/2059



Today’s Goal

• Types of image recognition competition:
• Image Classification

• Image Retrieval

• Object Detection

• Segmentation

• Image Generation
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Case Study②: iMet Collection 2019 - FGVC6 (CVPR workshop)

• Task: 
Multilabel Classification 1,108 classes (398 cultures, 705 tags)
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Case Study②: iMet Collection 2019 - FGVC6 (CVPR workshop)

• Task: 
Multilabel Classification 1,108 classes (398 cultures, 705 tags)

• Data: 
109,237 images with various size

• Evaluation metric: 
mean F2 score of each samples
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My Approach

• Preprocess
• Multilabel Stratified Kfold -> 40 fold

• Augmentation
• RandomCrop(320, pad_if_needed=True)

• RandomHorizontalFlip()

• Normalize(mean=[0.5949, 0.5611, 0.5185], std=[0.2900, 0.2844, 0.2811])

• RandomErasing [Zhong+, AAAI 2020]

• MixUp [Zhang+, ICLR 2018]

42

RandomErasing
[Zhong+, AAAI 2020]



My Approach

• Network

• Loss
• Binary Cross Entropy Loss

• Learning Rate
• ReduceLROnPlateau of validation loss from 0.0001 (Adam)
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Image
Output

(1108 classes)

Se-ResNeXt-101
InceptionResNetV2
PNASNet-5-Large

sigmoid



My Approach

• Ensemble and postprocess
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Image
Processed

Image

TTA
SE_ResNeXt101_32x4d X 10

InceptionResNetV2 X 5

PNASNet-5-Large X 5

1108 CLASSES

Average
Probability 𝑃

𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑖 =
1 𝑖𝑓 𝑝𝑖 >

max 𝑃

7

0 𝑖𝑓 𝑝 ≤
max 𝑃

7

Adaptive 
Thresholding



Result

45

• 6th/441



Conclusion

• The approach to an image competition on Kaggle
• To win

• Carefully tuned baseline

• To win 
• Carefully tuned SOTA methods + Some small tricks

• To win 
• Carefully tuned SOTA methods + Some original ideas

• Please refer to winner solutions on Kaggle
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